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Abstract:  Hydraulic Hydrodynamic Modeling (HHM) entails multidimensional data which results in huge computational costs 
and, therefore a constraint for low and middle-income nations. To overcome this, the present study blends 
Geomorphic Flood Descriptors (GFDs) and Machine Learning (ML) models to identify the fidelity of ML models in 
capturing the flood inundation in the floodplains of severely flood-prone Ganga sub-basin in India (geographical area 
~ 93,854 km2). GFDs have been widely recognized by the scientific community for assessing and mapping flood 
hazards across large geographical areas, being computationally penurious, and ease of availability make them ideal 
for large watersheds. An assortment of single and composite indices (GFDs) generated from a high-resolution 
CartoDEM (resolution~30m) was forced as input to different ML algorithms. To train ML models, the 100-yr flood 
hazard map developed by the Joint Research Centre (JRC) was considered. The ML models were optimized using a 
grid search approach. Four state-of-the-art ML models were utilized: Random Forest (RF), Adaptive Boosting 
(AdaBoost), Logistic Regression (LR), and k-nearest Neighbor (KNN). To enumerate the performance of ML models, 
the F1 score along with Cohen’s kappa coefficient and AUC (ROC) values were used. The results obtained suggest 
the superiority of the RF model over others with a ‘k’ value of 0.70. The study presents an integrated top-down 
approach to flood mapping, which will pave the way for effective adaptation strategies for minimizing flood risks 
over large resource-constrained watersheds. 
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1. INTRODUCTION 

Flooding is the most frequent natural disaster that has caused significant economic losses and 
lives worldwide. The frequency and severity of these cataclysmic hazards have increased due to 
climate change associated with global warming (Davenport et al., 2021). United Nations Office for 
Disaster Risk Reduction reported that floods accounted for 43.4 % of all disasters recorded between 
1998 and 2017 (UNDRR, 2020). Floods worldwide caused an economic loss of 20.4 billion USD 
(CRED, 2023). A devastating count of 1529 deaths and a staggering 10.2 million people were 
affected in India in 2023 due to flooding (CRED, 2023). Many studies have claimed that the 
combined effects of erratic rainfalls, intensive urbanization, and development in the flood zones 
have aggravated the flooding scenarios. While this growing trend is expected to continue and result 
in the extension of flood hazard areas in the future (Johnson et al., 2020), flood risk assessment is 
indispensable for ensuring appropriate resilience to vulnerable communities. The first step of flood 
risk assessment is the identification of flood-prone regions and the development of flood hazard 
maps within a watershed (Thakur et al., 2024). These geographical maps comprehensively inform 
the policymakers and other stakeholders on how to effectively use flood management techniques to 
minimize the number of casualties, economic losses, and social unrest. (Thakur and Mohanty, 
2023). 

Many past studies have utilized the advantage of Hydraulic-cum-Hydrodynamic modeling 
(HHM) to estimate flood inundation (Singh and Mohanty, 2023). They require multidimensional 
data like surface roughness, topography, and boundary conditions. Unfortunately, the paucity of 
gauging stations makes them less usable for low and middle-income nations. The computational 
requirements to simulate flood events using HHM are huge and the cost associated is significant, 
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hence, a drawback for economically struggling nations (Namgyal et al., 2023). The limitation of 
HHM over large and data-stressed watersheds prompts to integrate basin’s morphology. It denotes 
an intricate interplay of hydrological, geological, and anthropogenic disturbances over a period of 
time. The association of flooding and catchment attributes has been identified by previous studies 
(Manfreda et al., 2015; Samela et al., 2017). The factors unfolding aspects of flooding are known as 
Geomorphic Flood Descriptors (GFDs). GFDs are generally derived from the Digital Elevation 
Model (DEM) after a set of hydrological preprocessing procedures. These indicate the channel 
characteristics while determining the probability and severity of flooding in the basin using the 
topographical information. The fidelity of Geomorphic GFDs for flood inundation mapping has 
been recognized in recent times. Manfreda et al. (2014) conducted a study on the Tiber River in 
Central Italy to identify the flooded areas using DEM-based approaches. Samela et al. (2017) 
classified flooded and non-flooded pixels incorporating single and composite geomorphic indices 
using a threshold approach in the Ohio River basin.  Various GFDs such as slope, geomorphic flood 
index (GFI), height above the nearest drainage (HAND), plan curvature, etc., have been 
exhaustively used in pin-pointing flooded or non-flooded locations (Samela et al., 2017; De Risi et 
al., 2018). Many past studies have coupled these with other factors like geology (Janizadeh et al., 
2019) and land use land cover (Khosravi et al., 2018) in determining the information on floods. 
These studies used a linear binary classification approach using a threshold value, which is achieved 
by continuously iterating using a benchmark map. The non-linearity between GFDs and flood 
information i.e., flooded or non-flooded can not be estimated using a threshold value and it cannot 
be generalized for other large watersheds. To subdue this, the incorporation of Machine Learning 
(ML) models can be beneficial as they can handle the non-linearity in the data while identifying the 
hidden patterns or the relationships between the variables. The availability of the huge dataset has 
led to ML gains as they only need data without considering the physical processes involved 
(Tripathi and Mohanty, 2024). These models are forced with a sample of features from a training 
dataset to determine the label class in classification tasks. The catchment descriptors at a location 
are the features while their flooding status i.e. flooded or non-flooded is a label class in the binary 
classification problems. The incorporation of Machine Learning (ML) models into flood inundation 
mapping is widely regarded, however, their application to GFDs is still at a nascent stage (Debnath 
et al., 2023). The integration of catchment attributes into a machine learning model to quantify 
flood hotspots is still unknown and the choice of choosing an appropriate ML model is still not 
understood in large watersheds (Mishra et al., 2022). To enumerate this, the present framework 
utilizes the power of GFDs and integrates them into ML models to determine the fidelity of various 
ML models in flood inundation mapping for large resource-constrained watersheds. We applied this 
methodology over the severely flood-prone Ganga sub-basin (geographical area of 93,854 km2). 
After complete hydrological processing over CartoDEM (resolution ~ 30 m), it has been utilized to 
derive the high-resolution spatial GFDs. Many ML model requires the pre-processing of datasets 
before directly incorporating them, hence to account for this the correlation matrix has been used to 
eliminate the correlated features. The present study uses the power of Logistic Regression (LR), 
Random Forest (RF), K-Nearest Neighbor (KNN), and Adaptive Boosting (AdaBoost) to classify 
the pixels into flooded or non-flooded. A total of six performance metrics, namely precision, recall, 
Cohen’s kappa coefficient, accuracy, F1 score, and ROC curve have been estimated to account for 
the best classification model. The central aim of this study is to develop an approach to identify 
flood hotspots in large watersheds where data scarcity persists and for low and middle-income 
nations that are struggling to create a flood atlas. To increase community adaptation and resilience 
to these hazards, our study also complies with the recommendations made by the National Disaster 
Management Authority (NDMA), the Sustainable Development Goals (SDG) 11.5, and the United 
Nations Office for Disaster Risk Reduction (UNDRR).  

2. STUDY AREA AND DATASET 

The Ganga River Basin (GRB), which spans a geographic area of roughly 93,854 km2, is the 



European Water 87/88 (2024) 3 

 

most flood-prone area. It is located between longitudes 79°–82° E and latitudes 25°–31° N (Figure 
1). It encompasses 26.2% of India's total land area. According to The Himalayan Climate and Water 
Atlas (2015), there are roughly 179 and 152 wet days in the upper and lower basins, respectively, 
out of the approximately 1000 mm of precipitation that falls over GRB each year. The Himalayan 
Climate and Water Atlas (2015) states that the average lowest temperature in the basin varies from 
21.5 °C in the summer to 6.4 °C in the winter. The average maximum temperature varies from 30.3 
°C in the summer to 21.1 °C in the winter. The region's height varies from 5 to 7,184 meters. The 
GRB is retrieved from the HydroSHEDS (Hydrological Data and Maps Based on Shuttle Elevation 
Derivatives at Multiple Scales). Previous research has demonstrated that CartoDEM is more 
accurate and error-free than other globally accessible digital elevation models (DEMs) when it 
comes to hydrological modeling and mapping flood inundation (Mohanty et al., 2020). CartoDEM 
(horizontal resolution < 1 arc second, vertical accuracy ~ 8 m) (Muralikrishnan et al. 2013) has 
therefore been used to estimate GFDs. Nogherotto et al. 2022 reported superior performance of JRC 
over others. A 100-year flood inundation map (resolution ~ 30 arcsec/1 km) created by the Joint 
Research Centre (JRC) is used to train the machine learning models.  

 

Figure 1. Description of the study area 

3. METHODOLOGY 

To address the above concerns, we develop ML models to quantify the flood hotspots using the 
channel characteristics as an input. We are also intrigued to account for the fidelity of ML models in 
flood susceptibility mapping. The comprehensive methodology is described below. 

3.1 Selection of GFDs  

The GFDs govern river flow dynamics and depict the flood patterns of a watershed, these 
represent the channel characteristics of flooding (Samela et al., 2017). GFDs are obtained from 
topographic data, their use in comprehending the dynamics of floodplains is fascinating (Samela et 
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al., 2017). After an exhaustive literature review, a set of 15 GFDs was developed using CartoDEM 
(resolution ~1 arcsecond). A set of hydrological conditioning was applied to the DEM to remove 
the noise and errors in a GIS environment (ArcGIS v10.8 and QGIS v3.28.3). The values of GFDs 
were derived at a location along with their status of flooding, a dataset was constructed that fit into 
a binary categorization (Plataridis and Mallios, 2023). To make sure that all data inputs have the 
same size and dimensions, preprocessing data is necessary before using it in machine learning 
models. Therefore, the normalization of GFDs was performed using the following equation at a 
grid-scale: 

𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠 =  � 𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖− 𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖
𝑚𝑚𝑚𝑚𝑚𝑚

𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖
𝑚𝑚𝑚𝑚𝑚𝑚 − 𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖

𝑚𝑚𝑚𝑚𝑚𝑚 �   (1) 

where 𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠  is normalised value and 𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖  is the actual value of ith GFD at the lth location, 
𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚  and 𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚  are the minimum and maximum value of ith GFD at all locations.  

3.2 Feature selection  

It is a method of choosing a subset of the features that have a significant impact on the target 
variable. Its main goal is to eliminate unnecessary predictors from the model. By avoiding 
overfitting and producing more comprehensible ML models, the integration of these techniques 
lowers computational costs and improves the performance, effectiveness, and resilience of the 
model. In the present framework, a Pearson’s correlation matrix was calculated to examine the 
linear relationship between the independent and dependent variables.  

3.3 Flood inundation using ML models 

This study essentially considers flood hazard as a binary classification problem, i.e., the 
classification of a location as either “flooded” or “non-flooded” (Samela et al., 2017). The standard 
flood hazard map developed by the European Commission, Joint Research Centre (JRC) was 
considered the ground truth (Dottori et al., 2016). This dataset was segregated into “training” and 
“testing” in a ratio of 70:30. A grid search approach was adopted to estimate the best 
hyperparameter of these classification models, and hence testing results were calculated at these 
values to identify the best classifier. Python packages (scikit-learn, matplotlib, etc.) were used to 
develop these algorithms. The detailed description of ML models used in the study is:   
 Random Forest (RF): it is an ensemble learning algorithm that takes advantage of multiple 

random decision trees in drawing a result. It was developed by Breiman (2001) to overcome 
the drawbacks of decision trees. It uses information gain theory in selecting a random feature 
which helps in identifying outliers and bootstrapping which reduces the variance in the model 
by introducing variability in the model. It has been widely used in classification and 
regression tasks because of its robustness against overfitting (Tripathi and Mohanty, 2024).  

 Adaptive Boosting (AdaBoost): Freund and Schapire (1997) introduced Adaptive Boosting 
often referred to as AdaBoost. It is an ensemble learning algorithm that works on the principle 
of boosting while combining multiple weak or base learners (decision trees) into strong 
learners to classify the pixels into flooded or non-flooded. A base estimator is trained on 
samples selected randomly and weights are assigned. These weights are iteratively adjusted 
with higher weights being assigned to instances classified incorrectly. It decreases bias while 
increasing the variance which enhances its ability to handle huge and complex data and makes 
it one of the most powerful algorithms in binary classification problems (Aydin and Iban, 
2023).  

 Logistic Regression (LR): It is a type of statistical model often referred to as a logit model. It 
uses maximum likelihood estimation to determine the beta coefficients of the model. It also 



European Water 87/88 (2024) 5 

 

uses regularization techniques to improve the numerical stability, making the model more 
robust. It also decreases the overfitting issue which is generally seen when the number of 
predictors is more. The logit transformation applied to odds is the ratio of the probability of 
success to failure. Because of its wide applicability and ease of use, it has been widely 
accepted in performing a classification task.  

 K-Nearest Neighbor (KNN): It is one of the most basic classification algorithms in machine 
learning which uses a non-parametric classifier that makes predictions based on similarity of 
data points, i.e., it uses proximity to make classifications. Being non-parametric it does not 
assume the data distribution. It handles both numerical and categorical data making its 
applicability to any classification or regression problem. It uses Euclidean distance to find the 
K-nearest neighbors, the class is determined by voting of K neighbors. The hyperparameter to 
tune in this algorithm is the value of ‘k’.   

3.4 Evaluation of ML models  

In this framework, six classification metrics like precision (or positive predictive value), recall 
(or true positive ratio), Cohen’s kappa coefficient (κ), accuracy, F1 score, and area under the 
receiver operating characteristic curve (AUC) have been used to evaluate the performance of 
classifier ML models (Tripathi and Mohanty, 2024). The area under the receiver operating 
characteristics curve (AUC) is a threshold-independent metric that is widely used in flood 
susceptibility mapping (Lyu and Yin, 2023). It calculates the likelihood that an area will be 
accurately classified as flooded or not by a trained machine learning model. The ROC curves and 
AUC values are generated by varying, creating multiple confusion matrices, true positive rate (rtp), 
and false positive rate (rfp). The confusion matrices are generated using a threshold value (τ). The 
four values in the matrix are, as follows: true positives (TP), true negatives (TN), false positives 
(FP), and false negatives (FN). TP is the quantity of known flooded pixels anticipated to fall into 
the flooded class, while FP represents non-flooded pixels classified to the flooded class. Similarly, 
TN is the quantity of known non-flooded pixels anticipated to fall into the non-flooded class, while 
FN represents flooded pixels classified to the non-flooded class. 
 

Table 1. Performance metrics used for all classification models 

Performance 
Statistic 

Mathematical expression Range Description 

Accuracy (𝑝𝑝𝑜𝑜) 
(𝑇𝑇𝑇𝑇 +  𝑇𝑇𝑇𝑇)

(𝑇𝑇𝑇𝑇 +  𝑇𝑇𝑇𝑇 +  𝐹𝐹𝐹𝐹 +  𝐹𝐹𝐹𝐹) 0 to 1 
It is simply a ratio of 
correctly predicted data pixels 
to the total number of pixels.  

Recall  
(𝑟𝑟𝑡𝑡𝑡𝑡 )  

(𝑇𝑇𝑇𝑇)
(𝑇𝑇𝑇𝑇 +  𝐹𝐹𝐹𝐹)

 0 to 1 

It measures the proportion of 
actual positives that were 
correctly identified by the 
model.  

Precision 
(TP )

(TP+FP)
 0 to 1 

It depicts the proportion of 
positive predictions predicted 
by the model that are correct.  

F1 score 
2(precision ∗ recall)
(precision + recall)

 0 to 1 

F1 score is the harmonic 
mean of precision and recall, 
hence widely accepted in 
classification analysis.  

Κappa 
Coefficient 
(κ) 

𝑝𝑝𝑜𝑜 −  𝑝𝑝𝑒𝑒
1 −  𝑝𝑝𝑒𝑒

 

𝑝𝑝𝑒𝑒 =  
(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹)(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹) + (𝐹𝐹𝐹𝐹 + 𝑇𝑇𝑇𝑇)(𝐹𝐹𝐹𝐹 + 𝑇𝑇𝑇𝑇)

(𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝐹𝐹𝐹𝐹)2  

𝑟𝑟𝑓𝑓𝑓𝑓 =
𝐹𝐹𝐹𝐹

(𝑇𝑇𝑁𝑁 +  𝐹𝐹𝐹𝐹)
 

-1 to 1 It measures the agreement 
between two evaluators.  
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4. RESULTS AND DISCUSSION 

The present study evaluates the fidelity of Machine Learning models based on the values of 
different GFDs along with the identification of flooded or non-flooded pixels.  The single indices 
considered are Height above the nearest drainage (H), tangential curvature (Kt), distance to the 
nearest stream (D), slope (Sl), flow accumulation (Ar), profile curvature (Kp), elevation (E), 
geomorphons (G), and plan curvature (Kh).  

 

Figure 2. Description of single GFDs 
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Figure 2 shows the spatial maps of the single-feature GFDs. Downslope index (DI), multi-
resolution valley bottom flatness index (MRVBF), geomorphic flood index (GFI), stream power 
index (SPI), convergence index (CI), and topographic wetness index (TI) are the composite feature 
GFDs considered for the current framework (Figure 3). Kt varied from -6.23 to 6.06 degrees from 
high mountains to low-lying areas respectively. GFI varied between − 8.85 to 6.54 in the basin. TI 
consistently showcased its variability, spanning from − 10.48 in the low -lying areas to 17.22 in 
major rivers and water bodies. ‘H’ one of the major factors in flood hazard studies varied from 0 in 
low-lying areas to 6297 in mountain ranges. SPI indicates the erosive power of flowing water, 
varied spatially from 0 in the flat terrains to as high as 6689 in the river streams. MRVBF captures 
the lowness and flatness of the terrain. The features capturing local flow behavior are Sl, Kh, Kp, 
Kt, and CI. However, the global behavior of the flow is represented by TWI, DI, H, and D. 

 

Figure 3. Description of composite GFDs  

4.1 Selection of the best ML model 

The ML model's performance in the testing dataset is used to determine its dependability. The 
training dataset's performance measures assess how well the machine learning model replicates the 
intended map. It assesses the model's capacity to learn from the unseen dataset using the testing 
dataset (Wang et al., 2021). The entire dataset was normalized using Equation (1). A Pearson's 
correlation matrix was created to evaluate a linear relationship between the variables. It was 
discovered that there was a strong positive association between "E" and "H," "DI" and "Sl," and 
"Kh" and "Kt," but a negative correlation between "CI" and "G" (Figure 4). The correlation 
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coefficient indicates how two variables are dependent (Habibi et al., 2023). The highly correlated 
features were not considered as an input to ML Classifiers in determining their efficacy in deriving 
the flood inundation. The performance of the ML Classifiers is highlighted in Table 2. RF exhibited 
the highest accuracy 94% followed by AdaBoost (93%), LR (93%), and KNN (93%) in the testing 
phase. The high value of precision of AdaBoost indicates that the rate of false positives is low in the 
model, while the low rate of false negatives in the model is denoted by high recall values.  

 

Figure 4. Correlation matrix of GFDs 

In flood inundation mapping, false negatives should be minimized as they represent flooded 
locations as non-flooded. The F1 score is the harmonic mean of precision and recall, providing an 
overall index for the models. RF represented the highest value of F1 score (0.73) among the models 
with a promising value of ‘k’ as 0.70 in the testing phase, followed by AdaBoost.  

 
Table 2. Performance metrics used for all classification models 

Performance 
metrics 

RF  AdaBoost  LR KNN 
Training  Testing Training  Testing Training  Testing Training  Testing 

Precision 0.83 0.81 0.83 0.86 0.85 0.82 0.84 0.79 
Recall 0.69 0.67 0.70 0.62 0.72 0.69 0.70 0.66 
κ 0.73 0.70 0.72 0.68 0.71 0.67 0.72 0.68 
F1 score 0.75 0.73 0.76 0.72 0.78 0.75 0.76 0.72 
Accuracy 0.93 0.94 0.94 0.93 0.94 0.93 0.92 0.93 

The excellent performance of RF is due to the bootstrap aggregation. The area under ROC 
represents the model performance and how exactly a trained model can classify between flooded 
and non-flooded locations. Random Forest performed better in the training phase (AUC = 0.98) as 
compared to other models, but in the testing phase, AdaBoost was found slightly better than the rest 
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of the models (AUC=0.95), followed by Random Forest (AUC=0.94), Logistic Regression 
(AUC=0.89) and K-nearest neighbour (AUC=0.70).  

 

Figure 5. AUC(ROC) value of ML Classifiers 

5. CONCLUSION 

An essential first step in managing flood risk is having information on flood hazards. Flood 
inundation maps serve as a guide for legislators, government employees, aid agencies, and urban 
planners. They may put into practice more effective catastrophe risk reduction and management 
techniques by coordinating their efforts and making well-informed judgments based on this data. 
One of the biggest obstacles to accounting for flood threats across large watersheds is the need for 
computationally intricate hydrological-cum-hydrodynamic models that can only operate well in the 
presence of massive datasets. This obstacle drives the quest for equally inventive solutions, which 
are governed by the geomorphic flood descriptors (GFDs) unique to each river basin. Disaster 
management has gained new life thanks to the incorporation of machine learning (ML) models in 
computational and data-driven statistics. Experts recognize the promise of ML models because they 
simplify the process of making difficult judgments based on a variety of data sources that are 
relevant to disaster management. For the first time, the current study offers a thorough framework 
to combine data-driven methodologies from the ML model with GFDs to define flood hotspots 
across the vast, flood-prone Ganga sub-basin. According to our research, Random Forest 
outperforms other machine learning models, and this might be taken into consideration going 
forward when creating flood inundation maps. The study advises against using machine learning 
(ML) models excessively for mapping flood inundation, particularly in large regions where 
hydrodynamic modeling of floods is a difficult undertaking. As a result, there will be very little 
uncertainty created in the flood risk and hazard dimensions. 
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